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Abstract- Grid computing an extension of distributed computing supports computation across multiple administrative domains which enable it to be distributed over a local, metropolitan or wide area network. As, the users can access the resources simply and transparently without knowing where they are physically located, there are many challenges involved for constructing the grid environment. This paper gives a detailed survey on the challenges and characteristics of the grid and how to manage the resources in the grid environment. This paper also deals with the security issues related to grid.
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1. INTRODUCTION
Grid computing is a powerful and efficient computational technology which represented as an advanced step for the previous distributing computing [1]. Grid Computing concentrates on fundamental aspects, including three key core technologies: grid security, data management, and scheduling [2]. Grid computing is the act of sharing tasks over multiple computers. Tasks can range from data storage to complex calculations and can be spread over large geographical distances. In some cases, computers within a grid are used normally and only act as part of the grid when they are not in use.
Grid technology allows organizations to use numerous computers to solve problems by sharing computing resources. The problems to be solved might involve data processing, network bandwidth, or data storage. The systems tied together by a grid might be in the same room, or distributed across the globe; running on multiple hardware platforms; running different operating systems; and owned by different organizations. The idea is to grant users one place where they can go to undertake a particular task; the grid leverages its vast IT capabilities and completes the task. All the grid user experiences, essentially, is a very large virtual computer doing work

Grid computing consists of a number of heterogeneous systems sharing resources toward a common goal [3]. The growth of the internet, along with the availability of powerful computers and high-speed networks as low cost commodity components, is changing the way scientists and an engineer do computing, and is also changing how society in general manages information and information services. These new technologies have enabled the clustering of a wide variety of geographically distributed resources, such as supercomputers, storage systems, data resource, instruments, and special devices and services, which can then be used as a unified resource [4].

A grid integrates and coordinates resources and users that live within different control domains. A grid addresses the issues of security, policy, payment membership, and so forth that arise in these settings. A Grid uses standard, open, general-purpose protocols and interfaces. It is built from multi-purpose protocols and interfaces that address such fundamental issues as authentication, authorization, resource discovery, and resource access. It is important that these protocols and interfaces be standard and open. Otherwise, we are dealing with application, hardware, or OS -specific systems.

A grid should be transparent to the end user, addressing issues of response time, throughput, availability, security, and/or co-allocation of multiple resource types to meet complex user demands. The goal is that the utility of the combined system is significantly greater than that of the sum of its parts.

Rest of the paper is organized as follows. In Section 2, we explained some challenges of grid computing. In Section 3, it deals with the characteristics of grid.  Section 4 describes the Resource management, and Section 5, discuss about Security in grid environment and section 6 gives the conclusion.
2. CHALLENGES IN GRID COMPUTING
Grid Computing has made significant landmarks in field of high-performance computing, there are still a number of challenges that need to be addressed to provide seamless computing environment. One of the main challenges is the heterogeneity that results from the vast range of technologies, both software and hardware, encompassed by the Grid.

In short, we can collect some of the expectations in the following list [5]:

·  Enabling efficient and optimal resource usage.

·  Share inter-organization resources efficiently.

·  Secure user authentication and authorization.

·  Security of stored data and programs.

·  Secure Communication.

·  Centralized or semi-centralized control.

·  Auditing.

·  Enforcement of Quality of Service (QoS) and Service Level Agreements (SLA)

·  Interoperability of different grids.

·  Support for transactional processes.

This is not an exhaustive list of challenges that the grids are expected to meet. There are a number of other concerns that daunt the grids but have not been included in this paper 

Some of the Challenges are given below,

· Security

· Uniform access

· Computational economy

· Resource discovery

· Resource allocation and scheduling

· Data locality

· Application construction

· Network management 

· System management

· There is no clear standard to follow

· Still lots of debate on what grid computing is, and what is not

· Grid application development is still difficult

· Application area is limited and significant applications are lacked

· Lots of efforts should be done to make a software package or a service useable over grid

· Centralized management of grid computing

· Business model of grid is ambiguous

· Management and administration of grid is the most challenged one
Secure access to resources and computations (identification, authentication, computational delegation) is provided by low level middleware systems like Globus [12]. Resource discovery involves discovering appropriate resources and their properties that match with users t We maintain resource listings for Globus, Legion, and Condor and their static and dynamic properties are discovered using grid information services. For example, in case of Globus resources, we query Globus LDAP-based GRIS server for resource information.
There is no clear standard network flow in grid computing. Some of them didn’t understand the basic of this computing, like, how the grid is working? An Application of Grid Environments is too difficult. Plenty of networks join at a time, so, the management of network is more important.
3. GRID CHARACTERISTICS
A grid is a large-scale geographically distributed hardware and software infrastructure composed of heterogeneous networked resources owned and shared by multiple administrative organizations which are coordinated to provide transparent, dependable, pervasive and consistent computing support to a wide range of applications. These applications can perform their distributed computing, high throughput computing, on-demand computing, data-intensive computing, collaborative computing or multimedia computing [7]. 

The most incredible characteristics that make Grid a more usable system that all its predecessors are listed below:
A. Heterogeneity: Grids involve heterogeneity. It allows incorporating varying software and hardware resources spread across different administrative domains. 

B. A wide spectrum of Resources: The grid is an all-compassing in context of the resources that constitute it. Broadly speaking, the grid resources incorporate computational resources, data storage, communication links, software, licenses, special equipment, supercomputers, and clusters. The Grids promise to provide consistent, dependable, transparent access to these resources despite their source.

C. User-Centric: Grids lay the entire focus on the end-user. This means that the specific machines are that are used to execute an application are chosen from user’s point of view, maximizing the performance of that application, regardless of the effect on the system as a whole. 

Since one of the major drives behind grid computing has been the collaborative research, so grid computing has played a marvelous role in: 

A. Improving distributed management while retaining full control over locally managed resources. 

B. Improving the availability of data and identifying problems and solutions to data access patterns.

C. Providing researchers with a uniform user-friendly environment that enables access to a wider range of physically distributed facilities improving quality. 

A high-performance system capable of performing the necessary responses to load and generation trends and perturbations will normally have the following characteristics:

· Adequate grid interconnection, involving multiple parallel lines

· Adequate reserve margins, especially spinning reserves

· Modern load dispatching centers in operation

· A reliable high-speed protective system continually in operation.
With the above capabilities, the grid

· maintains narrow limits of frequency and voltage fluctuations

· does not permit prolonged off-nominal frequency and voltage operation

· Keeps disturbances and transients to short duration, and prevents their propagation throughout the system.
A low-performance system would have much lower capabilities, such as:

· Inadequate number of tie lines in the grid

· Inadequacy of system reserve, particularly spinning reserve

· Inadequacy of protective relays capable of fast fault identification

· Improper relay co-ordination

· Absence of fast-acting circuit breakers for quick fault clearance

· Inadequate voltage control equipment

· Inadequate generation control and load-shedding schemes for system frequency   

       regulation or total absence of them.
With the above limited capabilities the grid

· may experience voltage and frequency fluctuations of high magnitude

· has long periods at off-nominal frequency and voltage conditions

· Have frequent and/or extended unscheduled generation and/or transmission outages.
4. GRID RESOURCE MANAGEMENT
A grid must optimize the resources under its disposal to achieve maximum possible throughput. Resource management includes submission of a job remotely, checking its status while it is in progress and obtaining the output when it has finished execution. When a job is submitted, the available resources are discovered through a directory service. Then, the resources are selected to run the individual job. This decision is made by another resource management component of the grid, namely, the grid scheduler. The scheduling decision can be based on a number of factors. For example, if an application consists of some jobs that need sequential execution because the result of one job is needed by another job, then the scheduler can schedule these jobs sequentially.
The grid resource broker is responsible for resource discovery, deciding allocation of a job to a particular grid node, binding of user applications (files), hardware resources, initiate computations, adapt to the changes in grid resources and present the grid to the user as a single, unified resource [5].
The resource broker acts as a mediator between the user and grid resources using middleware services. It is responsible for resource discovery, resource selection, binding of software (application), data, and hardware resources, initiating computations, adapting to the changes in grid resources and presenting the grid to the user as a single, unified resource [8]. The components of resource broker are the following:

JOB CONTROL AGENT (JCA): This component is a persistent central component responsible for shepherding a job through the system. It takes care of schedule generation, the actual creation of jobs, and maintenance of job status, interacting with clients/users, schedule advisor, and dispatcher.

SCHEDULE ADVISOR (SCHEDULER): This component is responsible for resource discovery (using grid explorer), resource selection, and job assignment (schedule generation). Its key function is to select those resources that meet user requirements such as meet the deadline and minimize the cost of computation while assigning jobs to resources.
GRID EXPLORER: This is responsible for resource discovery by interacting with grid-information server and identifying the list of authorized machines, and keeping track of resource status information. 
TRADE MANAGER (TM): This works under the direction of resource selection algorithm (schedule advisor) to identify resource access costs. It interacts with trade servers using middleware services/protocols such as those presented in and negotiates for access to resources at low cost. It can find out access cost through grid information server if owners post it.
DEPLOYMENT AGENT: It is responsible for activating task execution on the selected resource as per the scheduler’s instruction. It periodically updates the status of task execution to JCA.
5. SECURITY IN GRID
Security forms the vital aspect of grid computing. We look at the three most desirable security features a grid should provide. These are single sign-on, authentication and authorization. Single sign-on means that the user is able to login once using his security credentials and can then access the service of the grid for certain duration. Authentication refers to providing the necessary proof to establish one’s identity. So, when you login to your email account, you authenticate to the server by providing your username and password. Authorization is the process that checks the privileges assigned to a user.

 Security in grids differs from the Internet security due to the challenges that arise when we seek to build scalable virtual organizations (VOs) [11]. Security requirements within the Grid environment are driven by the need to support scalable, dynamic, distributed virtual organizations (VOs) collections of diverse and distributed individuals that seek to share and use diverse resources in a coordinated fashion. From a security perspective, a key attribute of VOs is that participants and resources are governed by the rules and policies of the classical organizations of which they are members.

Furthermore, while some VOs, such as multiyear scientific collaborations, may be large and long-lived (in which case explicit negotiations with resource providers are acceptable), others will be short-lived created, perhaps, to support a single task, for example, two individuals sharing documents and data as they write a proposal in which case overheads associated with VO creation and operation have to be small. A fundamental requirement is thus to enable VO access to resources that exist within classical organizations and that, from the perspective of those classical organizations, have policies in place that speak only about local users. 

This VO access must be established and coordinated only through binary trust relationships that exist between (a) the local user and their organization and (b) the VO and the user. We cannot, in general, assume trust relationships between the classical organization and the VO or its external members [8].
EXISTING SECURITY TECHNOLOGIES
In this section we cover those security technologies that have been successfully deployed in various existing security systems. All of these technologies are based on open standards and form an integral part of grid security. Of these technologies, Kerberos is not explicitly the part of existing grid security architecture, but can be used as an authentication mechanism to provide security in client/server architecture. As we shall see, Kerberos also provides

some of the functionalities desirable in grids like single sign-on and delegation of privileges using Ticket Granting Ticket (TGT). The same functionality is provided by X.509 proxy certificate, which is a part of the Grid Security Infrastructure (GSI). However, the creation and delegation of Kerberos TGTs require involvement of a trusted third party (KDC). On the other hand an X.509 proxy certificate can be created without the involvement of a third
party. We start our discussion with Public Key Infrastructure (PKI), which forms an integral part of GSI. In PKI we talk about the X.509 digital certificates, which form an integral part of PKI. Next in this section, we cover the Kerberos network authentication protocol explaining the key components of Kerberos and the steps involved in the authentication mechanism. In the end we discuss GSI, the existing security infrastructure used in the grids today.
PUBLIC KEY INFRASTRUCTURE - Public Key Infrastructure (PKI) provides users a way to do secure communication in insecure public network using public/private key pair.
KERBEROS - Kerberos is a network authentication protocol developed by MIT. It is a distributed authentication protocol that provides mutual authentication to client and server using symmetric-key cryptography. Symmetric-key cryptography means that the same key is used for both encryption and decryption of the message.
GRID SECURITY INFRASTRUCTURE - Grid Security Infrastructure (GSI) is part of the Globus Toolkit. As the name suggests it defines the complete architecture that provides the necessary functionalities for the implementation of security in grids.
TERMINOLOGY AND BACKGROUND OF GRID SECURITY
There are a number of basic definitions regarding computer security (for an excellent treatment of computer security in general, the RSA FAQ, and Peter Guttmann’s on-line tutorial. Authentication is the act of ensuring that someone or something is whom they claim to be. Authorization is the right to perform some action (such as reading a particular database). Integrity refers to the ability of the computer system to ensure that the data is protected from unauthorized modifications. Confidentiality is the ability to keep information from being disclosed to unauthorized users. Privacy refers to the ability to keep some information solely to oneself. Availability refers to the ability of authorized parties to obtain access to the information when it is needed. 

Nonrepudiation refers to the inability of something that performed a particular action such as a financial transaction to later deny that they were indeed responsible for the event. Trust can be defined as the assured reliance on the character, ability, strength, or truth of someone or something. There are four general categories of attacks on security services. Interruption occurs when a message is blocked to/from a particular service. Interception refers to an intruder catching but not necessarily blocking a message intended for a recipient. Modification refers to the action of intercepting, modifying, and then retransmitting a message to a security [10]. 
6. CONCLUSION
We are in the world of complex computational power and very high speed machine processing capabilities with complex data storage methods. But these advancements are not enough for the complex and challenging demands placed by home users, businesses and industries. In this perspective, this paper has given a survey on grid computing which is the solution for the above said problem. This paper has detailed on the characteristics and challenges of the grid that has to be considered while creating a grid environment. Also, it has given a brief account on how to manage the resources and the security issues.
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