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Abstract— An iterative switching algorithm for an input queued switch consists of a number of iterations in every time step, where each iteration computes a disjoint matching. If input  i is matched to output  j in a given iteration, a packet is forwarded from i to j in the corresponding time step.Most of the iterative switching algorithms use Request Grant Accept arbitration type. This particular type of arbitration the matching computed in one iteration is not necessarily maximal. Multiple iterations make the time step larger and reduce the speed of the switch. We present a new iterative switching algorithm called ∏-RGA. In ∏-RGA algorithm the number of iterations is possibly limited to one, hence reducing the time step and allowing the switch to run at a higher speed. ∏-RGA achieves relatively high throughput in practice under uniform and non-uniform traffic patterns with one  iteration and no speedup. 

We measure the throughput of the algorithm and number of iterations taken to perform the matching computation.
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I. Introduction

      Most iterative switching algorithms use Request Grant    Accept arbitration in every iteration. Each iteration consists of three stages.

Request stage- Inputs send matching requests to the outputs. 

Grant Stage- Every output grants at most one request.


Accept Stage -Every input accepts at most one granted request. 

         RGA arbitration more inputs and outputs could be matched. Many of the iterative algorithms use multiple iterations. 

     Multiple iterations make the time step larger and it limits the throughput to approximately 63%. The ∏-RGA switching algorithm is an iterative RGA arbitration type algorithm. In this algorithm the number of iteration possibly limited to one. 
     ∏-RGA uses two kinds request Strong request and weak request. So it can reduces the time step and achieves high throughput in practice under uniform and non-uniform traffic patterns.

II. Literature review
A. PIM (Parallel Iterative Matching)
PIM uses randomness to avoid starvation and reduce the number of iterations needed to converge on a maximal sized match.

A maximal sized match is one that adds connections incrementally, without removing connections made earlier in the matching process.

PIM attempts to quickly converge on a conflict free maximal match in multiple iterations.

Each iteration consists of three steps. The three steps of each  iteration operate in parallel on each input and output. 

Each  iteration consists of three steps.

Request –Each unmatched input sends a request to every output for which it has a queued cell.

Grant  - If an unmatched output receives any requests it grants to one by randomly selecting   a request uniformly over all request

Accept – If an input receives a grant, it accepts one by selecting an output randomly among those that granted to this output.

        The main advantage of PIM algorithm uses randomness and to  avoid starvation and disadvantage is PIM does not perform  well for single iteration  and it limits the throughput  to 63%.
B .iSLIP (iterative Serial Line IP)
      iSLIP algorithm is based on RGA arbitration. iSLIP          algorithm uses Rotating priority(“Round-robin”) arbitration     to schedule each active input and output. Multiple iterations    present in iSLIP algorithm.  

         The main advantage of iSLIP algorithm is simple to implement in hardware and its throughput is 100%. and the disadvantage is multiple iterations make the time step larger and reduce the speed of the switch. 
III. PROPOSED SYSTEM
           In the past multiple iterations make the time step larger and reduce the speed of the switch. It is difficult and expensive to implement at high speed. 

           RGA arbitration more inputs and outputs could be matched. A larger size matching will generally imply higher throughput of the switch, because more packets will be transmitted in every step.

           Many of the iterative algorithms practically achieve acceptable throughput with multiple iterations and no speedup.

           Some of the iterative algorithms like iSLIP and PIM can be proved to theoretically achieve 100% throughput with one iteration but only when the traffic is uniform, i.e the rate of packets from an input to an output is the same all over the switch. So we would like to possibly limit the number of iterations to only one iteration and still provide high throughput for an arbitrary traffic pattern.

          We describe a new iterative switching algorithms called ∏-RGA with the underlying assumption that the number of iterations is possibly limited to one.

∏-RGA switching algorithm is an iterative RGA arbitration type algorithm.

∏-RGA algorithm differentiates between two kinds of requests: Strong and Weak requests.

Strong request - Requests that were granted and accepted become strong request.

Weak request -   Requests that were not granted and accepted become weak request. 
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3.1. ∏-RGA ALGORITHM 

          ∏-RGA algorithm consists of three steps. 

i.   Request (at unmatched input)

    ii.  Grant (at unmatched output)

    iii. Accept (at unmatched input) 

Request (at unmatched input )

    Step 1:  If  there is an active VOQij  that was served in                  

                 matching  phase m.

Step 2: For all VOQik  has higher   priority than VOQij.  

             because input i and  output j was already granted     

             and accepted. issue strong request for all  active   

                 VOQik .

Step 3: Weak request for all other active VOQs.

Step 4:  otherwise issue strong request for all active VOQs
Grant (at unmatched output)

Step 1: R( set of request received, if there are strong  

             request in R, grant the ∏-highest Strong request 
             in R.

Step 2:  otherwise grant ∏-highest weak request in if any.

Accept (at unmatched input)

Step 1:  G( set of grants received, accept the ∏-highest  
              granted request  in G.

Step 2:  If input i accepts a grant from output j. M=M U (i, j) 
             All inputs and outputs should be matched.

      Precedence is given to strong request and hence the    matching will tend to stabilize with successive matching phases towards a matching that grants the Strong requests. By not competing with requests at other inputs, Weak requests will help the stabilization process to grow the size of the matching with successive matching phases.

       ∏-RGA algorithm, introduce the following definitions of an active VOQ and VOQ transition

Definition 1:  A VOQ is active in matching phase m iff it is non-empty (has at least one packet) at the beginning of matching phase m.

Definition 2: A VOQ  transition  in matching phase m>0 is a  transition of the VOQ from being  inactive in matching phase  to active in matching phase m.

Definition 3: A priority scheme ∏ defines for every matching m a strict partial order relation ∏m   on the VOQs.

      The notation VOQij < VOQkl  to  denote that VOQij  has  higher priority than VOQkl  in the matching phase m. otherwise to denote  that  VOQij  is ordered before VOQkl by ∏m.
       Also use the notation VOQij   < VOQkl   to denote that   VOQij does not have higher priority than VOQkl in the matching phase m. otherwise to denote that VOQij  is not  ordered  before  VOQkl by ∏m.

       For every i, j, k and for every matching phase m, VOQij  and  VOQik  are   ordered by ∏m .because the same input port i will send a request to different output port j, k .so it is ordered by the priority scheme  ∏m.
       VOQij  and  VOQkj  are  ordered  by  ∏m  because  the same output port j will  send a  grant  to the  different  input  port  i, k.  So it is ordered by the priority scheme ∏m.
Definition 4: In the matching phase m VOQij is ∏-highest for a set of VOQs Q iff every active VOQkj  € Q satisfies VOQij  is higher priority than VOQkj.  In the RGA arbitration, a request from input i to output j would eventually serve , if any, VOQij. 

       Every input issues Strong request for active VOQs that have high priority, where the threshold of high priority is the priority of the previously served VOQ.

       Weak requests are always considered next. An input which has already accepted a high priority granted request will not prohibit high priority requests at other inputs from being granted.

           ∏-RGA can be conceptually visualized as having three components.

i. The strong requests help stabilize the matching by 
      creating requests that will always tend to be granted.

ii. The priority scheme helps to avoid starvation.

iii. The weak requests help grow the size of the 

       matching with successive matching phases.

IV. RESULT
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Fig2. Throughput  with uniform balanced traffic
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                Fig3. Throughput with uniform balanced traffic
V. CONCLUSION

       ∏-RGA algorithm achieves high throughput with no  

   speedup, and only one iteration under the priority    

   scheme ∏.  

       ∏-RGA when compared to other iterative switching    

   algorithms ,under the one iteration limit, and with 
   different traffic patterns, consistently achieves higher 
   throughput and  lower delay. 
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