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ABSTRACT

            Node clustering and subcarrier allocation are imperative to ameliorate system throughput and facilitate quality-of-service (QoS) provisioning by means of effective interference control and maximum frequency reuse. In this paper, we propose a novel node clustering algorithm with effective tax-based subcarrier allocation tailored for wireless mesh networks with QoS support. With increased frequency reuse, our proposed approach is shown to achieve a higher system throughput than a conflict graph approach and a baseline approach. Also, our approach is demonstrated promising in balancing packet delay and end-to-end transmission rate. 
By carefully adjusting an upper bound of subcarriers allocated to each cluster, we can achieve improved system performance. The proposed resource allocation achieves the Pareto optimality, demonstrating efficient use of network resources. Further, our analysis reveals that how to allocate resources in a wireless network in a decentralized manner can affect the solution space of a performance tradeoff between QoS provisioning and throughput maximization.

1 INTRODUCTION

Wireless mesh networking has emerged as a promising technology for future broadband wireless access. Wireless mesh networking is expected to provide a viable and economical solution for both peer-to-peer applications and last-mile Internet access. Wireless mesh networks (WMNs) generally comprise gateways, mesh routers, and mesh clients, organized in a three-tier hierarchical architecture. Recently, wireless mesh networking for suburban and rural residential areas has been attracting a plethora of attentions. To provide an all-wireless ambience to the suburban or rural area of interest, mesh routers can be set up at premises in the neighborhood, forming a resilient mesh backbone. 
Concerning the capacity of a wireless network, the throughput of a wireless node decreases with the number of nodes. The implication is that a node should only communicate with nearby nodes, thereby favoring clustering. In the literature, clustering is an effective way to manage a large wireless network. Multi-level hierarchical clustering schemes are shown to achieve better system performance. In fact, the notion of clustered WMNs has recently received an increasing attention from industry such as MeshAP-Pro and MeshBroschure. Although clustering has been researched in the context of sensor networks and mobile ad hoc networks (MANETs) for years, applying the existing clustering schemes to WMNs may not be efficient or effective due to different networking characteristics and design objectives. 

The goal for establishing WMNs is to provide ubiquitous communications to users and render an efficient mesh backbone with quality-of-service (QoS) support , while the primary purpose for deploying sensor networks is to offer environmental monitoring (e.g., temperature, pressure, etc) and/or surveillance (e.g., military field surveillance) . Mobility and energy efficiency are the major concerns in MANETs , where the nodes are mobile and have power constraints, but there are no such limitations in WMNs. Further, the deployment of WMNs is relatively permanent, giving rise to the need of high efficiency of WMNs with QoS support. Thus, a new node clustering approach specifically tailored for QoS-sensitive WMNs is indispensable.


In order to efficiently support multimedia services and ameliorate system capacity, effective channel assignment and hence interference control are imperative to facilitate QoS provisioning and frequency reuse. However, austere suburban and rural environments discourage the notion of centralized control. With the help of node clustering, interference control and hence frequency reuse can be facilitated by channel allocation via clusterheads in a decentralized manner. In a cluster, collision-free scheduling is feasible, to satisfy various QoS demands. Resource allocation can be carried out in a hybrid centralized-distributed fashion (i.e., centralized intracluster and distributed inter-cluster resource allocation).

2 SYSTEM MODEL

Consider a WMN for suburban or rural residential areas, consisting of one wireline gateway attached to the Internet backbone and a number of mesh routers scattered around, rendering a multi-hop network (see Fig. 1). The system model takes account that suburban and rural environments are usually austere, which thwarts one-hop direct communications as opposed to multi-hop transmissions, providing ease of deployment and offering greater coverage of wireless access. A gateway can be set up anywhere in the suburban or rural residential area of interest. In this work, the gateway is chosen to be located at (or close to) the center of the network. Notice that how to place multiple gateways effectively in a mesh network is beyond the scope of this paper. We assume that mesh routers are non-mobile and the channel gains can be estimated accurately. 
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            Fig 1:  Network Topology 

Traffic is assumed to be vertical, traversing from mesh routers to the gateway, and vice versa. In this work, we consider the upstream traffic from the mesh routers to the gateway. Three types of traffic are considered, namely voice, video, and data. Voice traffic and video traffic are considered as real-time traffic, while data traffic is considered as non-realtime traffic. Time is partitioned into frames, each of which is further divided into a beacon slot, a control slot, and L DATA slots. Call admission control (CAC) is assumed in place such that the QoS requirements of an admitted call (flow) can be satisfied. With a physical layer based on orthogonal frequency division multiplexing (OFDM) technology, each router can choose a set of subcarriers for DATA transmissions and/or receptions, allowing simultaneous transmissions over different subcarriers in the mesh backbone.

3 JOINT NODE CLUSTERING

We assume that clusterheads can operate in a dual-power mode, where higher power levels are reserved for intercluster signaling and lower power levels are for intra-cluster communications. Define an I-tier cluster as a cluster formed at the Ith clustering level from the gateway. the proposed node clustering algorithm is described as follows:

Step 1: All nodes are set to be unassigned (i.e., neither clusterheads nor clustermembers). The gateway is setto be the default clusterhead. Set I=1.

Step 2: The clusterhead of interest selects one of its 1-hop unassigned nodes2 and collects its QoS requirement (i.e., traffic load demand). If no neighbors can be selected, go to Step 5.

Step 3: The clusterhead of interest chooses the best available subcarrier(s) for the selected node based on the subcarrier allocation. If the QoS requirement of the selected node cannot be satisfied, go to Step5.

Step 4: If the total number of subcarriers acquired is less than or equal to Bmax in the cluster of interest, the selected node becomes a clustermember of that cluster, the chosen subcarriers are recorded in a table stored at the clusterhead of interest, and go back Step 2.

Step 5: An I-tier cluster is created. The clusterhead of interest keeps selecting the best available subcarrier(s), if feasible, until the total number of chosen subcarriers is Bmax so as to further improve both the total throughput and interference tolerance of that cluster. Repeat Steps 2-4 with another I-tier clusterhead, if any, until no more clusters can be formed at the I-tier.

Step6:The set of (I+1)-tier clusterhead(s) is chosen by the J-tier clusterhead(s) by means of Black-Burst jamming, where J = 1, 2, . . . , I: The J-tier clusterhead(s) is(are) to signal its(their) unassigned neighbor, and the closest unassigned neighbor(s) then transmit its(their) Black-Burst jamming signal. Note that the length of a Black-Burst jamming signal is a decreasing function of the smallest number of hops from a node to the gateway. Therefore, with the gateway as a coordinator, the unassigned node(s) with the longest Black-Burst jamming signal (i.e., the smallest number hops to the gateway) win(s) the contention and is(are) chosen to be the (I+1)- tier clusterhead(s), and the order of their cluster formation is randomly assigned. If a clusterhead can be elected, set I=I+1 and go back to Step 2.

Step 7:Any unassigned node joins its closest clusterhead(s). Any node that is a 1-hop neighbor of a clusterhead automatically becomes a clustermember of that cluster. Any clustermember that is a 1-hop neighbor of more than one clusterhead and any clusterhead that is a clustermember of another clusterhead can be viewed as a clustergateway. Notice that a node can have multiple roles in the network.

Step 8: If there are any subcarriers unallocated, the remaining subcarriers are allocated according to the subcarrier allocation criterion given in (5) in sequence, starting from the first formed clusterhead (i.e., the gateway) to the last formed clusterhead, until all subcarriers are employed. The value of Bmax is adjusted accordingly.

The proposed node clustering algorithm is then carried out. Fig. 2 illustrates a simulation result for the cluster structure of a WMN with 25 nodes. 
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Fig 2: A Clustered WMN with 25 Nodes

4 TAX BASED SUBCARRIER ALLOCATION 

Without any effective subcarrier allocation, it is plausible that large co-channel interference is introduced by unfavorable simultaneous transmissions. Consider the case where clusterheads do not exchange any information and myopically maximize the aggregate throughput in their clusters. Since there is no penalty for a cluster to use all the (chosen) subcarriers for its intra-cluster communications, the resultant co-channel interference generated to other clusters can be very large, decreasing overall system throughput. The above solution can be far from optimal, and hence an effective resource allocation tailored for large WMNs is vital. In the following, we view a clusterhead as the representative of its cluster. We propose a novel QoS-aware subcarrier allocation scheme motivated by Karush-Kuhn-Tucker (KKT) optimality conditions.

In this work, we only focus on the subcarrier allocation by fixing power allocation (i.e., uniform power distribution), though subcarrier allocation and power allocation should be jointly considered for the sake of optimality. Thus, the criterion of subcarrier allocation can be deduced as follows: For the mth  clusterhead on the lth timeslot, choose n∗ such that
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and set  alm,n∗ = 1.  Note that an  information exchange among clusterheads is triggered whenever there is any change in subcarrier allocation.

5 PERFORMANCE EVALUATION

The performance measurements are defined as follows:

• System throughput – the sum of the throughputs obtained over all the links in the WMN.

• Frequency reuse ratio – the average number of times that a subcarrier is used simultaneously per DATA slot.

• Packet delay – the interval between the instant that a packet is generated at a source node and the instant that packet is successfully received by the gateway. We compare the system performance in terms of packet delay and throughput of the proposed scheme for the initial path establishment (named proposed) with the scheme for random shortest path establishment (named random) and the scheme for path establishment that gives the maximum end-to-end rate among all possible paths (named max-rate). The delay-throughput performance comparison of the three schemes for Node A and Node B is depicted in Fig. 3. 
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 Fig 3:  Packet Delays of the RT Traffic

Notice that the same node clustering algorithm with subcarrier allocation is employed for the three schemes. As seen, using the max-rate scheme for path establishment, both voice packets at Node A and video packets at Node B attain the largest end-to-end data rate (or throughput) at the cost of packet delay. Although both the proposed and random schemes result in the smallest packet delays, the proposed approach achieves higher end-to-end rates. The improvement of the proposed approach over the random approach, however, is not substantial because routing is not taken into consideration. The amelioration is expected to be larger if node clustering, subcarrier allocation, and routing are jointly considered.  we evaluate the performance of the proposed tax based subcarrier allocation in terms of system throughput and frequency reuse ratio in a clustered WMN with N = 1024 and Bmax = N/4. For comparison, we consider a baseline approach where there is no frequency reuse and an approach using an interference conflict graph. Notice that, for the approach using an interference conflict graph, the adjacent links (or vertices) in an interference conflict graph cannot use the same subcarrier(s). In the simulations, the same node clustering algorithm and the same value of Bmax are applied to all these approaches. To further validate our simulation results, an upper bound of throughput performance is also plotted for reference, which is obtained by an exhaustive search. Notice that this upper bound is the maximum achievable system throughput achieved by the clusters without considering QoS constraints (i.e., best-effort traffic only).
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Fig 4: System Throughput of the  Proposed Approach

Fig. 4 shows the system throughput versus the number of mesh routers. The standard deviations of the results are also plotted for reference. The system throughput curves for all three approaches are very close when the number of mesh routers is small, which is due to the fact that the network size is small and very few subcarriers can be reused in a small WMN. As the number of mesh routers increases (i.e., a larger WMN), our proposed approach clearly achieves a higher system throughput than the other two approaches, thanks to increased frequency reuse. The rationale of our proposed approach being superior to the conflict-graph approach stems from the fact that the interference conflict graph merely yields a condition those adjacent vertices cannot use the same subcarrier(s), thereby suppressing the potential and favorable concurrent transmissions

6 CONCLUSION

In this project, we have proposed a novel resource allocation scheme for the problem of joint node clustering and subcarrier allocation in WMNs. The proposed node clustering algorithm is QoS-aware, and the proposed tax-based subcarrier allocation is shown to effectively enhance frequency reuse and ameliorate the system throughput. Our approach is also shown to provide a good performance balance between packet delay and end-to-end data rate for real-time traffic, leading to a viable candidate to support QoS. The proposed resource allocation solution is Pareto optimal and hence utilizes network resources efficiently. In addition, our analysis reveals that how to allocate resources in a sequential fashion affects a performance balance between QoS provisioning and throughput maximization. Simulation results demonstrate that the value of Bmax should be determined carefully in order to achieve high system throughput.
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