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Abstract- This paper proposes the solution for the performance degradation of wireless networks in presence of small packets. The main reason for that is the large overhead added at the physical and link layers. This paper proposes a concatenation algorithm which groups IP layer packets prior to transmission, called PAC-IP. As a result, the overhead added at the physical and the link layers is shared among the grouped packets. Along with performance improvement, PAC-IP enables packet-based fairness in medium access as well as includes QoS support module handling delay-sensitive traffic demands. The performance of the proposed algorithm is evaluated through both simulations and an experimental WLAN testbed environment covering the single-hop and the widespread infrastructure network scenarios. Obtained results underline significant performance enhancement in different operating scenarios and channel conditions.
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I. INTRODUCTION
Ad-hoc networks are becoming increasingly popular in the world of telecommunications, especially for the provisioning of mobile access to network services. The nature of wireless links involves aspects such as limited bandwidth, increased latency, channel losses, mobility etc., which influence the packet delivery process. In order to deal with such operating limitations, wireless link and physical layers introduce a number of functions such as receiver / transmitter synchronization,  contention resolution, rate adaptation, and so on, performed for every packet transmission. As a result, WLAN performance is highly dependant on the packet size or, equivalently, on the relation between actual data payload and the overhead added at different layers of the protocol stack. In addition, according to several Internet traffic studies, more than 50% of all the packets traversing paths is smaller than 100 bytes [6]. The main sources producing small packets are acknowledgements generated by the dominant in Internet Transmission Control Protocol (TCP), various multimedia and web (HTTP-based) applications. The goal of this paper is to discuss performance problems of wireless local area networks (WLANs) which arise in the presence of small packets, defining major points for performance optimization (Section 2). Section 3 presents an approach for packet concatenation at the IP layer, pointing out its advantages and drawbacks. A Quality of Service (QoS) scheme—applicable for different packet concatenation methodologies—is introduced in Section 4. Performance evaluation (Section 5) describes the conducted simulation experiments and test-bed measurements for single- hop scenario which underline theoretical and practical benefits of the presented scheme. Finally, Section 6 concludes the paper drawing final remarks as well as directions for future work on the topic.

II. EXISTING SYSTEM
A.  Small Packets
Modern radio MAC protocols like 802.11 [6] include some techniques to improve the performance in the case of large and medium packets. For example, RTS/CTS decrease the collision penalty and fragmentation reduces the error penalty. Because these techniques introduce some overhead, they are not worth using for small packets. And, if any network stack tries as much as possible to use large packets to increase the efficiency, in many cases it has to use small packets.
B.   Management Packets
To provide the services required by the upper layers, network stacks use some management packets. The most frequent one is the network layer acknowledgment, but there are usually many others to establish, maintain and close connections. These packets carry limited information and are therefore quite small (a few tens of bytes - 40 B for a TCP ack). On a typical large network, they can account for one third of the number of packets.
              C.   Network Layer Coalescence Limitations 
To avoid sending small data packets over the network, network protocols like TCP use coalescence to group small amounts of data in the same packet. TCP also uses the same kind of mechanism to reduce the number of TCP acks by acknowledging many packets at once. The main risk with such algorithms is that they tend to increase the latency: the network stack has to wait for enough “chunks” of data to arrive before sending the packet to the network adapter. To avoid this increase of latency, the waiting time is bounded. So, if the data doesn’t arrive fast enough, the network stack will time out and generate small data packets. Network cards provide multiple transmit buffers to compensate for the system latencies (Typical modern networking cards include 64 KB of memory for packet buffers). This reduces the efficiency of coalescence, because the protocol stack can’t use it with packets already buffered on the card or in the process of being transmitted.
III.WLAN PERFORMANCE IN PRESENCE OF SMALL  PACKETS

According to the statistics presented by researchers [2], the

majority (over 85%) of Internet traffic is TCP-based. The reliability of TCP is obtained through the utilization of positive acknowledgement schemes. Such acknowledgements are small-sized packets (40 bytes), meaning that TCP produces a bulk of small packets which traverse the communication networks between the sender and the receiver. Moreover, TCP is not the only protocol which produces small packets on the network. Multimedia applications, which commonly use UDP, also produce small packets, in order to decrease the packet propagation delay and reduce potential information loss associated to the loss of a single packet.

The transmission of application data over a wireless channel

requires recursive encapsulation by lower (from transport

to physical) layers of the protocol stack. Figure 1 provides an overview of packet encapsulation for an application which employs TCP as the transport layer protocol. Link and physical layer headers specified by IEEE 802.11standard [4] represent a relevant overhead if compared with wired network ones. Since this overhead does not depend on the size of the packet, for small packets it can be even several times greater than the actual application data. 
 IEEE 802.11 standard [4], currently the dominant and widespread solution for WLAN connectivity, together with its extensions (a, b, g) specifies different rates for data transmission ranging from 1 Mb/s to 54 Mb/s. However, the introduced rates are those which are achieved at the physical layer on the wireless channel and not the effective performance in terms of data delivery. The actual meaning of the term ‘maximum rate’ will change with the release of IEEE 802.11n standard scheduled at the end of 2007 [6], which aims to achieve bit rates exceeding 150 Mbps using MIMO (multiple input multiple output) architectures. In contrast to -a, -b, and -g physical layer extensions, IEEE 802.11n will provide the reported speed not at the physical layer but to the upper layers of the protocol stack. 
In the current situation, most of the overhead is related to the PLCP (Physical Level Convergence Protocol) Preamble, which is used for synchronization of the wireless receiver. This preamble as well as the PLCP header is always transmitted at the basic rate—regardless of the actual link speed. This requirement allows operation at different rates, since the information about the rate of the remaining portion of the PPDU (Physical Protocol Data Unit) is stored in the PLCP header. This implies that, for the transmission of any data frame over the wireless channel in IEEE 802.11b, PLCP preamble and header will take 192ìs (for a basic rate equal to 1 Mbps)—regardless of the achieved bit rate on the channel. This aspect has a relevant impact on the actual performance over the wireless link.

Experiments for IEEE 802.11b extension underline that a high percentage of the wireless link capacity is wasted for the transmission of supplementary information, and the bandwidth which is available for data transmission is far less than the capacity reported at the physical layer.

The maximum achievable TCP throughput is achieved for a TCP/IP datagram size which corresponds to the most common Maximum Transmission Unit (MTU) of 1500 bytes, used in Ethernet LANs. However, the size of packets sent on the networks is far from being fixed at MTU. More than a half of the packets in Internet are in fact smaller than 100 bytes [2], which means that the relationship between performance and packet size becomes a relevant issue. This is underlined in Fig. 2, where evaluation results of TCP throughput versus packet size are presented for IEEE 802.11b. IEEE 802.11b extension is chosen for the experiments as the most diffused implementation nowadays, supported by the majority of vendors. However, since they differ only for the physical interface, validity of the achieved results can be extended for conceptual similarity to other versions of the standard (802.11a and 802.11g). 
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Figure 1: IEEE 802.11 throughput versus packet size

Figure 1 underlines that for small packets (left part of the graph) the performance of IEEE 802.11b is dramatically decreased. Thus, for packet sizes less than 100 bytes, the throughput can be less than 10% of the available capacity.

As a consequence, the main idea for the optimization of the performance on the wireless channel is to increase the available channel capacity by enlarging the packet size via concatenation of small packets into a large “group-packet”. Several solution solutions have been proposed to perform data concatenation at either transport or at the link layer. At the transport layer, one of the first solutions was introduced by Nagle in 1984—now known as Nagle algorithm [8]. This algorithm aims at reducing the number of small packets which are generated by TCP-based applications(such as Telnet). The main idea of Nagle algorithm is to allow the TCP sender to collect more data coming from the application instead of immediate output of several small segments. The concatenation is limited by the maximum size of the packet that can be built, which corresponds to the maximum segment size of the TCP connection, as well as by the time required for the collection process. Nowadays, Nagle algorithm is a standard requirement for TCP implementations. Nagle algorithm together with its modifications [9, 18],which do not change the core idea of its operation, forms the group of solutions which implement concatenation at the transport layer.

At the link layer, the concatenation is performed by exploiting the awareness of the physical channel characteristics. Following this principle, Packet Frame Grouping (PFG)[5] groups small frames at the link level in order to share the header overhead within the whole group. Similar to the fragmentation technique specified in the IEEE 802.11 standard [4], PFG separates the sent data frames and their link level ACKs by Short InterFrame Space (SIFS). An implementation of the approach requires only minor modifications to the link level protocol, such as a counter for the number of bytes sent in the current frame, for limiting the maximum size of the frame. In contrast to other schemes, PFG is not limited to packets destined to a particular host. Another approach, called PAcket Concatenation (PAC)[10], concatenates MAC layer frames into a superframe. The selection of packets for such concatenation is based on the next hop address. Each concatenated module is a link layer frame, which includes MAC header and CRC field in order to provide error independence. PAC is able to concatenate up to 9 MAC data frames into a superframe, the delivery of which is acknowledged by the new type of ACK frame. An additional field of this new ACK supports selective acknowledgement of the subframes.

PAC provides more effective overhead reduction if compared with PFG approach, since a single physical preamble and header are shared by the entire superframe. Summarizing, link layer solutions are designed for finer optimization, achieved by a concatenation scheme which is aware of the wireless medium characteristics. However, most of them imply modification of the standard link layer protocol which requires a big effort from the research community for standardization as well as from industry for the modification of the firmware of wireless devices. Nevertheless, solutions especially designed for wireless links may mitigate the drawbacks of other upper layer approaches. For example, in most cases they do not introduce additional delay in a single packet delivery, since the concatenation process can be applied to packets already waiting for the medium to become idle in the transmission

queue.

The choice of the protocol layer for packet concatenation defines the size of the overhead which may be shared by the entire superframe. From this point of view, the highest performance improvement is achieved by the transport layer concatenation which shares the headers added at all the layers of the protocol stack (from transport down to physical), while link layer concatenation can share physical layer headers only. However, transport layer concatenation is limited in data collection to a single transport layer connection (or socket in TCP/IP notation). On the other hand, the concatenation performed at the link layer considers the data generated by all running applications as well as control data produced internally at kernel level (like ICMP, ARP, etc.).

Following the considerations pointed above, we propose to concatenate IP packets at the network layer. Similar to link layer concatenation, data collection is not limited to a single application, while overhead suppression is performed for the physical and link layer headers which can significantly waste resources in a WLAN environment.

Table 1 compares the overhead suppressed for every packet concatenated by schemes operating at different layers. Overhead size and transmission delay, calculated for IEEE 802.11b physical channel running at 11 Mb/s, show the benefits that can be achieved by concatenation at the network layer, which is able to achieve a reasonable tradeoff – providing higher overhead suppression than link layer schemes while overcoming the restriction to a particular application as a source of data of transport layer approaches.

TABLE I
OVERHEAD SUPPRESSED FOR VARIOUS

CONCATENATION SCHEMES FOR IEEE 802.11b

	Overhead suppressed

	Concatenation layer
	Headers
	Size

(Bytes)
	Transmission delay

(microseconds)

	Link layer


	PHY header


	24


	          192

	Network layer
	PHY header

MAC

header
	58
	216.72

	Transport layer
	PHY

MAC

IP

TCP
	98
	245.8


IV. IP PACKET CONCATENATION (PAC-IP)
A. The Concatenation Technique
The main idea of PAC-IP is to concatenate network layer packets (IP header + IP payload) into a single “group-packet”, which will be considered as ordinary payload at the link layer.Fig.3 demonstrates this concept. A single group-packet contains only packets destined to the same (Level-2) host, which are chosen on the basis of the MAC-layer address. This means that not only packets with the same IP address can be packed into a group-packet but also IP packets which are routed to the same MAC-level device. After the group-packet is built, it is forwarded to the link layer for transmission on the wireless channel. As a result, the reduction of the medium busy time due to the elimination of MAC and PHY headers is given by:
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where n is the number of IP packets in the group-packet.

According to [1], in the case of IEEE 802.11b running at 11Mbps, PAC-IP will save 216.72 μs for every concatenated packet. Further improvement is in elimination of the exponential back off algorithm and optional RTS/CTS exchange forming medium contention procedure included in the standard [4].On the receiver side, a group-packet is separated into the original IP packets by using the group-packet size obtained from the MAC header as well as each IP packet size (a field in the standard IP header). Note that PAC-IP does not modify standardized headers (neither at the link nor at the IP level).The functionality of PAC-IP has a conceptual similarity with Nagle algorithm [9]. The main difference between them is that Nagle algorithm operates at the byte stream level, while PAC-IP works with IP packets.
In a similar manner as link layer solutions, PAC-IP groups packets to be sent to the same destination.

There is a variety of scenarios where wireless networks are nowadays employed; among them, the most widely spread nowadays are: (1) wireless-cum-wired (where the wireless hop is the last hop of the network between the base station and wireless node), and (2) multi-hop networks (where the route of the packet goes through several wireless links). In both cases grouping packets by their next destination address (next hop) provides relevant advantages: it makes concatenation useful not only for the source node but also for nodes where traffic aggregation is performed, e.g. when the base station delivers packets from different sources of wired network to the same wireless node.
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Figure 2: PAC-IP Concatenation
PAC-IP implementation requires the introduction of a software module inside the protocol stack. This module can be a part of the stack implemented in the operating system. Such implementation does not require any modification to wireless devices currently available on the market. On the other hand, PAC-IP module can be implemented inside a network interface driver or be a part of the network card’s firmware, the latter enabling release of computational resources of the CPU of the node.

 The main component of PAC-IP module is Packet Concatenator, which scans packets coming from the IP layer,identifying those traveling to the same destination or the same next hop router. This is accomplished by the analysis of the IP addresses and corresponding MAC addresses through the ARP look-up table.

For concatenation, upon IP packet arrival the Concatenator initializes a timer with the Maximum Concatenation Time (MCT) value while putting this packet into the buffer. If timeout occurs, the concatenation process is immediately stopped, and the collected group-packet is forwarded to the link layer for transmission. The limitation of the concatenation time is required to provide an upper bound to the delay which can be introduced by the concatenation algorithm.

PAC-IP concatenation is limited not only in time by MCT, but also in size by the Maximum Collection Size (MCS) parameter. MCS is bounded to the Maximum Transmission Unit (MTU), which is equal to 1500 bytes for the most common network interface (Ethernet). Such limitation avoids performance drawbacks deriving from fragmentation at the link level.

PAC-IP is designed for operation on relatively slow channels (like IEEE 802.11), where the wireless medium is contended by many stations and where single packet transmission takes a relevant time (at least 200 ìs for IEEE 802.11b from the considerations described in Section 2). This enables further optimization through the reduction of unnecessary delay, i.e. to produce concatenation when the medium is busy and no data can be transmitted any way.
[image: image4.emf]
Figure 3:  PAC-IP Implementation inside protocol stack
              B.   Packet Concatenation Protocol 

 The Proposed Packet Concatenation (PAC) Protocol, resides in the MAC layer. The observation is that channel coherence time is typically longer than the duration of transmitting a frame modulated at higher supported physical data rate than the base rate. By concatenating packets as physical data rate increases from good channel quality, PAC achieves higher throughput via efficient use of the wireless medium. 

The core idea of PAC is to concatenate frames from the MAC layer and transmit it as a superframe when the link allows for high data rate transmission. Advantages of this approach include: 
· By concatenating MAC frames and sending it across the wireless medium as a whole instead of transferring them individually, one gains significant savings from not having to reserve the transmission medium through RTS/CTS messages multiple times and individually acknowledging each frame. Concatenation of frames into a superframe also eliminates the need for physical layer synchronization on a per packet basis. Physical layer preamble overhead is now once per superframe. 

· PAC concatenates frames based on the same next hop address. By concatenating frames based on next hop, PAC groups packets headed for the same direction together. This drastically improves the multi-hop performance.

· Concatenated frames at the sender can easily be de-concatenated at the receiver as MAC header and FCS information are preserved in the concatenated superframe. 
· Decreasing the number of MAC control messages will result in more efficient use of the wireless medium and hence increase goodput. In heavily loaded networks, less idle contention periods and back offs naturally results from using PAC. 

· PAC takes advantage of inherent 802.11a OFDM radio characteristics. By realizing that the OFDM radio, through pilot tones and FEC coding techniques have built in abilities to correct itself for long lived transmissions, PAC tries to pack more information in a transmission interval. 
V. QUALITY OF SERVICE EXTENSION
The core idea of all methods for data concatenation is the same—to concatenate the data (byte-stream or packets) into units of bigger size. This is exactly the opposite with respect to the fragmentation idea implemented in the majority of network interfaces—to divide (fragment) the whole data unit into several packets of fixed size.
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Figure 4:  QoS module for PAC-IP implementation
Concatenation and fragmentation concepts are both designed to adjust the outgoing traffic to network data units of a given size. Such adjustment represents a relevant issue, which helps to control performance in wireless networks. Most concatenation techniques introduce additional delay in packet delivery—the time required for the packet concatenation procedure. This means that, in case of Maximum Collection Time (MCT) timeout expiration, the first packet of the collection will have the delivery delay increased by the MCT value, while other packets of the collection will have an additional delay between 0 (if a packet was added exactly before the timeout occurrence) and the MCT value. Such situation is not suitable for a variety of applications which require guarantees on the delivery delay. 

QoS concatenation module uses two classes for the incoming packets differentiating them according to the delay requirements. The packets generated by non-delay sensitive applications follow “Concatenate” class which produces concatenation for up to MCT expiration (including details outlined in Section 3) and then until the medium becomes available for the transmission. On the other hand, delay-sensitive traffic is classified as “Non-Concatenate” class. The packets belonging to this class are not concatenated and immediately ready for transmission. However, in case medium-busy indication is received, PAC-IP tries to concatenate packets waiting in the queue until transmission becomes possible, in order to provide performance enhancement by exploiting available (and known) waiting time for packets in the transmission queue
More over, traffic differentiation performed by the QoS Classifier is based not only on the application-specific delay requirements, but also on protocol performance issues. As an example, QoS-enabled PAC-IP will specify a “Non-Concatenate” class for such TCP packets which could be considered as control packets. TCP protocol, in fact, starts data exchange with connection establishment, where no data are usually transmitted but connection-related information between end-to-end communicating stations. In this phase, TCP produces several standalone packets of small size which should be delivered as fast as possible in order to let the data flow begin, and therefore they should be classified in the “Non-Concatenate” class. In order to support such functionality, however, PAC-IP should have an access to TCP header information (especially flags SYN, FIN, ACK, etc.).

VI. PERFORMANCE EVALUATION
The performance of the proposed solution is analyzed by simulations with the ns-2 (version 2.29) network simulator [10] as well as by measurements on a real IEEE 802.11 WLAN test-bed. The results are presented for wireless single-hop and infrastructure networks scenarios. 
               A. Single-hop scenario
(a) Simulation results.
The simulation scenario contains two static nodes located within the transmission range of each other. A TCP source is attached to one of them, while TCP sink is running on the other one. TCP source continuously sends data limited by Maximum Segment Size (MSS) variable within the experiment. In order to have simulation results comparable with those achieved on the test-bed, IEEE 802.11b was chosen as the physical layer standard. The simulation parameters are summarized in Table2.The main reason for choosing TCP for performance evaluation is due to the availability of flow control and congestion avoidance mechanisms, which adapt the throughput level to the available capacity. 
Consequently, in order to avoid performance drawbacks derived from the multiplicative decrease phase when TCP outgoing rate is reduced by its half, the outgoing buffer is set greater than bandwidth delay product of the communication path. As a result, the buffer of such size ensures full capacity utilization even in cases when TCP outgoing rate is less than the physical path capacity. 

TABLE II
SIMULATION PARAMETERS

	Parameter Name


	Value

	Slot
	20µs

	SIFS
	10µs

	DIFS
	50µs

	PLCP Preamble+ Header
	192µs

	Data Rate
	11 Mb/S

	Basic Data Rate
	1 Mb/S

	Propagation Model
	Two-ray Ground


Figure 5 presents the throughput comparison of PACIP against IEEE 802.11 standard. The maximum collection size is set to 1500 bytes (most common MTU in wired LANs) leading to the concatenation of packets smaller than 750 bytes. In simulations, TCP source is in saturation state (i.e. it has always a packet to send). In the concatenation area (left part of the graph), the resulting throughput level is close to the highest throughput achieved by standard IEEE 802.11 (i.e. when 1500-bytes datagrams are transmitted).
[image: image5.emf]
Figure 5:  Comparison of Throughput

 (b) Test-bed experiments
For the purpose of further investigation of PAC-IP behavior in real scenarios, we designed a simple IEEE 802.11b test bed which consists of two laptop computers located within transmission range. Both computers are wireless IEEE 802.11b enabled and an ad-hoc network is set up.  TCP throughput measurements are obtained using Iperf (version 1.7.0) [11] performance measurement tool in the experiment. Both laptops stationary located within wireless cards transmission range are connected through the “ad-hoc” connection mode of IEEE 802.11. Therefore, before TCP connection can be established, a route discovery phase should be passed - which includes address resolution in order to find link layer addresses which correspond to IP addresses on the nodes.
VII. CONCLUSION

The paper analyses the problems related to the performance of ad-hoc wireless LANs, due to presence of small packets as well as to the overhead introduced at the link and physical layers of IEEE 802.11. Compared to the existing approaches, packet concatenation at the IP level (PAC-IP) is proposed as a possible solution designed to improve throughput performance, especially in case of transmission of small packets over the wireless link. The improvement of the packet-based fairness between nodes is also discussed. Evaluation of PAC-IP is performed through both simulations as well as on an experimental IEEE 802.11b-enabled test-bed in single-hop ad-hoc network scenario. The results show good agreement with PAC-IP design principles. Ongoing activities deal with performance evaluation of the implementation of the QoS-enabling module within PAC-IP, through simulation and experiments using the test-bed presented in the paper. 
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