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Abstract— Image denoising is the preprocessing stage in any image processing technique. Impulse noise is often introduced into images during acquisition and transmission. The problem proposed here is image deblurring in the presence of impulse noise. Standard image deconvolution methods rely on the Gaussian noise model and do not perform well with impulse noise. The main challenge is to deblur the image, recover its discontinuities and at the same time remove the impulse noise. Median based approaches are inadequate, because at high noise levels they induce nonlinear distortion that hampers the deblurring process.

A new impulse noise reduction method for color images is proposed in this project. The algorithm performs in two steps. Pixels that are corrupted by impulse noise are classified by Back propagation neural network. The noise detection is based on back propagation neural network. First, the back propagation neural network is used to detect the noisy pixels and distinguish it from noise-free pixels; second, the fuzzy median filter is used to remove the impulse noise. The noise reduction method proposed, filters only the corrupted pixels while preserving the color and the edge sharpness. Visual evaluation and detailed statistical analysis, like MSE calculation prove that the proposed method is more improved than the conventional filters.
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I. INTRODUCTION
Over the last several years, a huge amount of fuzzy-based noise reduction methods were developed, e.g., the histogram adaptive fuzzy filter (HAF), the fuzzy impulse noise detection and reduction method (FINDRM), the adaptive fuzzy switching filter (AFSF), the fuzzy similarity-based filter (FSB), the fuzzy random impulse noise reduction method, and so on. These fuzzy filters are mainly developed for images corrupted with fat-tailed noise like impulse noise. They outperform rank-order filter schemes (such as the median filter). Although these filters are especially developed for grayscale images, they can be used to filter color images by applying them on each color component separately. This approach generally introduces many color artifacts mainly on edge and texture elements. To overcome these problems, several nonlinear vector-based approaches were successfully introduced. One of the most important families of nonlinear filters, which take advantage of the theory of robust statistics, is based on the ordering of vectors in a predefined sliding window. This ordering is realized by a distance or similarity measure where the lowest ranked vector corresponds to that vector which is closest to all the other vectors in a predefined window in terms of the used measure.

A huge amount of vector-based impulse noise reduction methods exist. Most of them are based on the vector median filter (VMF).The most popular class of nonlinear vector operators is based on the order statistics, where the output is equal to the vector associated with the smallest accumulated distance to all other vectors in the sliding window or which is most similar to all neighboring pixels. We can distinguish between vector filters using the magnitude information (i.e., a Euclidean distance criterion), using the directional information (i.e., the angular distance criteria) or a combination of both distance criteria.
Many of those filters are an improvement of the classical vector-based filters. These classical vector filters are efficient in removing outliners but also blur image details due to their pure order statistics approaches. We distinguish between: 1) weighted vector filtering techniques which utilize the local spatial relationship of the samples inside the supporting window, 2) switching schemes so that the filter is only applied to pixels corrupted with impulse noise, and 3) fuzzy-based-approaches in order to distinguish between noise and image characteristics.
Several other vector-based impulse noise reduction methods can be found in the literature; nevertheless, all of these methods have the same major drawbacks, i.e., 1) the higher the noise level is the lower the noise reduction capability is in comparison to the component-wise approaches and 2) they tend to cluster the noise into a larger array, which makes it even more difficult to reduce. The reason for these disadvantages is that the vector-based approaches consider each pixel as a whole unit, while the noise can appear in only one of the three components. In the extreme case where the neighborhood for example contains nine pixels where only one of the three components of each pixel is corrupted, then the vector-based approaches cannot filter out this noise by using a 3x3 window, while only nine components of the 27 components are noisy. Only a small amount of alternative impulse noise reduction methods for color images exist.
 The fuzzy impulse noise detection and reduction method for color images (FIDRMC), studied in, is one alternative color method which does not use vectors at all. The result of the detection method, which is applied on each color component separately, is used to calculate the noise-free color component differences of each pixel. These differences are then used by the noise reduction method so that the color component differences are preserved.
II. IMPULSE NOISE REMOVAL  BASED 
ON NEURAL NETWORK
In this section, the proposed novel approach for the efficient removal of impulse noise based on Back propagation Neural Network from digital images is presented. The noise considered in this paper is only salt and pepper noise with uniform distribution. That is, each image pixel has equal probability of being corrupted to either a positive impulse (with value 255) or a negative impulse (with value 0). The proposed filtering method is shown in fig.1.
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Fig.1 Block Diagram of Proposed Method.
A. Impulse Noise Detection by Back Propagation Neural Network

The goal of the fuzzy impulse noise feature detection is to generate a fuzzy flag map which gives each pixel a fuzzy flag indicating how much it looks like an impulse pixel. So extracting the image features is necessary. The pixels can be characterized by their local statistical properties in the images. a 3*3window is used to pass through the entire noisy image. As the useful local feature, the median that obtained from the window is employed to construct the input feature of the Back Propagation Neural Network.
Many data flow designs for neural networks have been developed for various purposes with varied successes, such as that for noise classification. We report our design in this paper and omit a full review of them. For distributed computation, the network training procedures have to be deconstructed such that each neuron can be trained separately. A back-propagation algorithm trains network layer by layer doing forward and backward computations.

The neural network output equation is given by
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Where t denotes the time, [image: image4.png]


 denotes the weight between two neurons, [image: image6.png]


 denotes the neuron’s output, [image: image8.png]


 is the active function.
The active function is temporarily set to the bipolar sigmoid function
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According to the delta learning rule, the error-correction function is defined by
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Where, [image: image12.png]


 is a tunable learning rate.
And the weight is updated according to
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Combining Eq. 1, 2 and setting F be the updation function for this neuron, we obtain
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(input), and d(desire response) as its inputs and [image: image22.png]Awt
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 as it’s outputs.
In figure 2, we illustrate a flow chart of the noise pixel detection for the Back Propagation algorithm. In the Back Propagation algorithm we calculate each neuron’s desired response before adjust its weights. 
Similar to the multilayer feed forward network, a multilayer network can have jump connection from lower level to higher level. It’s forward and backward Back Propagation equations.
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Fig.2 BPN Training flow for noise detection.

III. SIMULATION RESULTS
As image processing tasks need to discriminate image from noise, noise is to be classified. Here commonly encountered background noise namely impulse noise are considered for noise removal. The extracted features are used for training the WNN network. The network is classified the impulse noise pixel and then the noise pixels are given to fuzzy median filter for noise removal.
Back Propagation Neural Network for classification of noise pixels and noise removal are simulated using MATLAB 7.7. The following figures show the simulation results.
A. Input Image
The fig.2 shows the input of noise free peppers image. In the original image is the size of 254*254 mage. After that in the original image the noise is added.  
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Fig.2 Noise free image.

We are adding 80% of salt and pepper noise with the input image that image is a noisy image is shown in the fig.3. In the fig.3 the salt and pepper noise are shown as the small dots. 
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Fig.3 Noisy image

B. Classification Results  

The classified noise pixel of a noisy image is shown in the fig.4 and those pixels are classified using the back propagation neural network.
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Fig.4 Classified noisy pixels
IV. CONCLUSION AND FUTURE SCOPE

In this paper, a two step solution for removal of impulse noise in color images is proposed. The first steps being noise detection method based on Back propagation Neural Network is proposed.

In future a noise filtering method based on fuzzy median filter by exploiting the disadvantage of the standard Median Filtering technique will be used to remove the impulse noise. The proposed solution will be better than the available filtering schemes and can be applied for the removal of impulse noise in digital images.
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