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Abstract

Face Recognition is a novel authentication method used in biometrics. It uses the geometrical similarities and then forms the matching. This method is a powerful tool for many systems based on highly confidential data. This recognition was initially done by geometrical matching. Then by using Discriminative Canonical Correlation (DCC), the task was made easier by reducing the bewildering amount of data. This methodology identified faces as objects and found the geometrical correlations between same faces with different angles and lighting conditions. Even the faces with spectacles are identified. But there lies a challenge. If the user gets old or changes his/her hair style, DCC is not an effective method in this aspect. As a result of this, we are in need of a new method to replace the existing technology of DCC. In this paper, we propose a new method of Contextual Dissimilarity Measure (CDM) for searching and parse graph to correlate with the physical changes like age, hair style, wrinkles etc. This method has good results when tested as simulation set. So we study the merits of the proposed system and define a prototype for the same.
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1 INTRODUCTION

Face Recognition system has various merits and demerits in the existing technologies. In the beginning, methods based on face geometry were introduced. These methods have their own merits and demerits. The DCC method [3] was introduced. This method holds good for the images of the same age. Also it gives good results for gray scale images in portable grayscale map (pgm) format alone. This cannot be a better case at all the times. A new method which reduces execution time, efficient filter and précised result is needed.

Comparing sets of images for object recognition, where the sets may represent arbitrary variations in an object's appearance due to changing camera pose and lighting conditions. This study does not explicitly exploit any data-semantics associated with e.g. lightings and poses, but it is purely based on automatic learning of given labeled image sets. Canonical Correlations, which can be thought of as the angles between two d dimensional subspaces, have recently attracted attention for image set matching. The classical concept of subspace orthogonalization is also revisited for the alternative discriminant method of image sets in terms of canonical correlations. As canonical correlations are determined up to rotations within subspaces, the canonical correlations of subspaces of between-class sets can be minimized by orthogonalising the subspaces.
In this paper, we propose a new method which is more effective than the existing DCC method. This method is a combination of two techniques. The Contextual Dissimilarity measure [1] for effective search of face images and the parse graph using markovian chain [2]. These two methodologies are integrated into the system and the expected efficiency is attained for face recognition.

The main contribution of this paper is the contextual dissimilarity measure (CDM), which takes into account the neighborhood of a vector. This measure is obtained by iteratively regularizing the average distance of each vector to its neighborhood. This regularization is motivated by the observation that a “good ranking” is usually not symmetrical in an image search system. To be more precise, if an image i is well ranked for a query j, then j is not necessarily well ranked for query i. intuitively, this phenomenon yields suboptimal accuracy.


Face aging simulation and prediction is an interesting task with many applications in digital entertainment. In such applications, the objective is to synthesize aging effects that are visually plausible while preserving identity. This is distinguished from the task of face recognition in biometrics where two key considerations are to extract features stable over a long time span and learn the potential tendency of facial appearance in aging process.

In this paper, section 2 describes the existing methodologies and their drawbacks, section 3 ellucidates the techniques used in proposed system, section 4 describes the proposed system design, section 5 is about efficiency of proposed system over the existing system followed by conclusion in section 6. 

2. EXISTING SYSTEM

The existing system described in this paper is the Discriminative Canonical Correlations. This method is used for the face recognition of gray scale images.
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Fig 1: Canonical Correlation Angle
A classical method to compare sets of vectors or images, which is called canonical correlations. While the density matching method in the previous section exploits all samples of sets, the canonical correlation method finds and exploits a sort of the intersection of the samples of the sets.

That is, the similarity of some neighboring vectors of the two sets reflects the similarity of the entire two sets. This concept might be very useful when the two sets of the same classes have considerably different overall statistical characteristics. For example, the sets may contain images of objects taken at different views and lighting conditions.
2.1 Definition of Canonical Correlations

Suppose that two subspaces L1 and L2 are given such that
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The smallest angle μ1(L1;L2) = μ1 2 [0; ¼=2] between the two subspaces L1 and L2 is defined by
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Let u1 and v1 be the unit vectors associated with the minimal angle μ1 maximizing the correlation. Then, the second smallest angle is [image: image4.png]


defined as the smallest angle between a vector orthogonal to u1 in L1 and a vector orthogonal to v1 in L2. In this way, the multiple principal angles μk of the two subspaces L1 and L2 are defined by 
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Subject to the orthogonal constraints
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Where [image: image7.png]< [0,7/2]
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. The minimal angles μk are called principal angles and their cosines canonical correlations. The vectors [image: image9.png](V15 e )



 associated with the principal angles are called as the principal vectors or canonical vectors.
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2.2 Comparative Methods

K-L Divergence algorithm (KLD) as a representative parametric model based method.

6 different methods of sample-based matching such as 1-Nearest Neighbour (NN).

10-NN and Hausdorff distance of images transformed by (i) PCA and (ii) LDA subspaces, which are estimated from training data similarly. 

Mutual Subspace Method (MSM), which is equivalent to a simple aggregation of canonical correlations.

Constrained MSM (CMSM) used in a state-of-the-art commercial system called Face Pass Orthogonal Subspace Method (OSM) combined with canonical correlations the proposed iterative discriminative learning, DACC.
3. PROPOSED METHOD TECHNIQUES
The methodologies used in this paper are contextual dissimilarity measure and the parse graph using markov chain for face aging. These methodologies are elucidated in detail in this section.

3.1 Comparative Dissimilarity Measure
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Fig 2 : (a) A set of points in IR2 with zones of different density. (b) Projection onto the sphere in IR3 using Sinkhorn’s algorithm to yield doubly stochastic distance matrix. Note the much more uniform density of the points on the sphere.

In this section, we first motivate our new measure. We then introduce the update procedure of the dissimilarity measure. This first step of this procedure, by itself, produces a new dissimilarity measure (noniterative approach). The proposed CDM is then obtained by iterating this update step until a stopping criterion is satisfied. Finally, we underline the relationship between our approach and the projection to doubly stochastic matrices. We also show how to efficiently compute the CDM for large data sets.
3.1.1 Noniterative Approach
The aforementioned problems of neighborhood nonreversibility suggest a solution which regularizes the visual word vector space. Intuitively, we would like the k-neighborhoods to have similar diameters in order to approach the reversible "-neighborhood. Let us consider the neighborhood NðiÞ of a given visual word vector wi defined by its nearest neighbors. We define the neighborhood distance rðiÞ as the mean distance of a given visual word vector wi to the vectors of its neighborhood:
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3.2 Face Aging Model

Following the compositional face representation and the dynamic model, we propose a multilevel face aging algorithm, which is implemented in three steps: 
1) computing the parse graph representation from an input young face by Bayesian inference
2) sampling the parse graphs of other age groups from the dynamic model.
3) generating the aging image sequence by the generative model.

3.2.1 The Overall Algorithm

Given a young face image I1 at age group 1, our objective is to infer the parse graph G1 by maximizing a Bayesian posterior probability, and then synthesize the parse graphs G2, G3, G4, and G5 by sampling the dynamic model. These parse graphs then generate the face images I2, I3, I4, and I5 at consecutive age groups. We summarize the flow of our face aging algorithm as below:
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3.2.2 Details of the Algorithm

In this section, we present the details for the three steps in the algorithm above.

Computing G1 from I1 the process of computing the parse graph representation of the input face image is to infer the hidden variables generating the image. This part of work is the integration and extension of the grammatical face model  and generative hair model in our group; for self-containment, we briefly discuss in the following three paragraphs.

Computing the hair representation Following Chen’s generative hair model, the geometric attributes Tgeo hair of hair can be represented by its sketch, which includes a set of curves Ck and corresponding directions dk. After extracting hair image as illustrates, the sketch can be computed by a sketch pursuit algorithm. The photometric attributes Tpht hair describe the hair texture and include three variables: Iflow, IUV, and Ishd. Iflow is the vector flow in the hair region, which controls the generation of high frequency hair texture. It can be computed using the hair sketches with prior knowledge of hair direction by a diffusion method. IUV accounts for the hair color, and Ishd fxi; yi; _i; _x;i; _y;ig is a set of Gaussian basis simulating the lighting and shading of hair image. Based on Tgeo hair and Tpht hair, we classify hair into a number of styles, which are listed and indexed by lhair.
Computing parameters of face and facial components
We represent the face and facial components with AAM models. First, we train a traditional AAM model for the first level face image with 90 landmarks. Because there exist large variations for each facial component (e.g., single-lid eyes and double-lid eyes, etc., ) and a global AAM model is not sufficient for presenting all of these details, we build local AAM models to refine these component regions at second level. After clustering facial components into prototypes indexed by lcmp, we train a local AAM model for each prototype. For  face and facial components, Tgeo i and Tpht

i are coefficients of shape eigenvectors and texture eigenvectors, respectively, which are both computed by minimizing the reconstruction error. Computing parameters of wrinkles and pigments. In the third level representation, we divide the face skin into six wrinkle zones. The wrinkles (curves or

sketches) in each zone are located with matching pursuit algorithm using two types of filters: Gabor wavelets and blobs. The geometric variables Tgeo wkl describe the position, length, orientation of the traced curves, and the position and scale of the marks. The photometric variable Tpht wkl is

represented directly by the straighten wrinkle intensity profiles perpendicular to the wrinkle curves and the skin mark patches. Mostly there is no wrinkle for faces

of age under 30, so the initial parse graph G1 usually has only two levels.
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Fig 3: Learning Aging part
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Fig 4 : AAM models for face aging
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Fig 5: Hair parameters identification
4. PROPOSED METHODOLOGY


The proposed methodology is a coupling of the two proposed techniques used in the face recognition module.

The flow of process is as follows



[image: image20]
Fig 6: Proposed method process flow
As mentioned in Fig 6, it is clear that the face images are prerequisite trained for various face aging parameters.

Then the image is fed as input and the aging algorithms process the input image and form the correlated subset.

Now most of the images are filtered. Context Dissimilarity Measure is employed for effective image mining of faces.

Finally, the authentication is done if the input image falls in the correlated subset of the images in the trained database.

5. SIMULATION SET
The face image database for set of people from Caucasian origin, Japanese origin, Mongolian origin are taken.

The aging algorithm is implemented for the faces and the aging ranges of 20-30, 30-40. 40-50, 50-60, 60-70, 70-80 are obtained. From the aging factors, different hair types are also tested for correlation.
The simulated result is given below in Fig 7.

[image: image21.emf]
Fig 7: Simulated set of four different faces for different age groups.
7 CONCLUSION


In this paper, from the latter sections, we come to a decision that the modified approach of combining of Context Dissimilarity Measure and Face aging techniques using parse graphs in Markov Chain are more efficient than the existing techniques. Therefore by implementing these two techniques in the face recognition module, the security and accuracy of the face recognition are found to be more than that of the existing methodologies at the simulation prototype level. So it is believed that the implementation of the same module will yield best of the results.
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