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ABSTRACT

  Relevance feedback (RF) has been extensively studied, no commercial Web image search engines support RF because of scalability, efficiency, and effectiveness issues. In this paper, we propose a Unified relevance feedback framework for Web image retrieval. Our framework shows advantage over traditional RF mechanisms in the following three aspects. First, during the RF process, both textual feature and visual feature are used in a sequential way. To seamlessly combine textual feature-based RF and visual feature-based RF, a query concept-dependent fusion strategy is automatically learned. Secondly, the Content based image retrieval (CBIR) algorithm is used to obtain salient phrases, based on which 
we could construct an accurate and low-dimensional textual space for the resulting Web images. Thus, we could integrate RF into Web image retrieval in a practical way. Last, a new user interface (UI) is proposed to support implicit RF. On the other hand, unlike traditional RF UI which enforces users to make explicit judgment on the results, the new UI regards the users’ click-through data as implicit relevance feedback in order to release burden from the users. 

Index Terms—Implicit feedback, relevance feedback (RF),

search result clustering, web image retrieval.

INTRODUCTION
With the explosive growth of both World Wide Web and the number of digital images, there is more and more urgent need for effective Web image retrieval systems. Most of the popular commercial search engines, such as Google ,Yahoo and AltaVista, support image retrieval by keywords. There are also commercial search engines dedicated to image retrieval, e.g., Picsearch . A common limitation of most of the existing web image retrieval systems is that their search process is passive, i.e., disregarding the informative interactions between users and retrieval systems. An active system should get the user into the loop so that personalized results could be provided for the specific user. To be active, the system could take advantage of relevance feedback techniques. Relevance feedback, originally developed for information retrieval, is an online learning technique aiming at improving the effectiveness of the information retrieval system. The main idea of relevance feedback is to let the user guide the system. During retrieval process, the user interacts with the system and rates the relevance of the retrieved documents, according to his/her subjective judgment With this additional information, the system dynamically learns the user’s intention, and gradually presents better results. 
 However, no commercial Web image search engines support relevance feedback because of usability, scalability, and efficiency issues. Note that the textual features, on which most of the commercial search engines depend, are extracted from the filename, ALT text, URL and surrounding text of the images. The usefulness of the textual features is demonstrated by the popularity of the current available Web image search engine. While straightly using the textual information to construct the textual space leads to a time consuming computation and the performance suffers from noisy terms. Since the user is interacting with the search engine in real time, the relevance feedback mechanism should be sufficiently fast, and if possible avoid heavy computations over millions of retrieved images. To integrate relevance feedback into Web image retrieval in a practical way, efficient and effective mechanisms required for constructing an accurate and low-dimensional textual space with respect to the resulting Web images. 

   Although all existing commercial Web image retrieval systems solely depend on textual information, Web images are characterized by both textual and visual features. Therefore, visual features are required for finer granularity of image description. Considering the characteristics of both textual and visual feature, it is reasonable to conclude that RF in textual space could guarantee relevance and RF in visual space could meet the need for finer granularity. Thus, it is meaningful to introduce a unified relevance feedback framework for Web image retrieval using Content based image retrieval(CBIR) algorithm which seamlessly combines textual feature-based RF and visual feature-based RF in a sequential way and also uses the salient phrases to retrieve the images. 
RELEVANCE FEEDBACK
The main goal is to add terms to the query that may match relevant documents The idea behind RF is to do an initial query,get feedback from the user as to what documents are relevant and then add words from known relevant document to the query. Also, the modification of the search process to improve its accuracy by incorporating the particular information that have been obtained from the prior relevance judgements.
       Normally the term Relevance feedback is an online learning technique aiming at improving the effectiveness of the information retrieval system. The main idea of relevance feedback is to let the user guide the system.
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     The feedback mechanisms that are available are

Manual – relevant documents are identified manually and new terms are selected either manually or automatically.

Automatic – relevant documents are identified automatically by assuming the top ranked documents, are relevant and new terms are selected automatically.

           The main drawback in RF is that, it leads to more computational work and also easy to decrease the effectiveness which leads the searching process to become  passive. 

CONTENT BASED IMAGE RETRIEVAL
  Content-based image retrieval (CBIR), also known as query by image content (QBIC) and content-based visual information retrieval (CBVIR) is the application of computer vision to the image retrieval problem, that is, the problem of searching for digital images in large databases. Content-based means  that the search will analyze the actual contents of the image. The term 'content' in this context might refer to colors, shapes, textures, or any other information that can be derived from the image itself. 
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The main features that are available in CBIR technique are:
· Color
· Shape
· Texture

Color
           Retrieving images based on color similarity is achieved by computing a color histogram for each image that identifies the proportion of pixels within an image holding specific values (that humans express as colors). The feature color represents the particular color of the input image to be compared with the images in the database.Normally the color term refers to RGB color representation.
Shape
       Shape does not refer to the shape of an image but to the shape of a particular region that is being sought out. The feature shape represents the images that match with their respective shape in the image

Texture

     Texture measures look for visual patterns in images and how they are spatially defined. The feature texture represents the pattern that matches with the input image. It is defined as all what is left after color and local shape has been considered or defined as structure and randomness.
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CONCLUSION

In the previous work, we have developed the Unified Relevance feedback for web image retrieval. Also, instead of explicit feedback implicit feedback can also be integrated into the proposed mechanism (ie) click through data. Finally, the proposed mechanism is maintained to be as widely, scalable and more efficient. We have performed the processing on single query input images and multi query input images, wherein the single input is given such as either a image, text or RGB color and the corresponding images in the database are retrieved.  In multi query input images which include the combination of inputs such as either image and text (or)image and RGB(or)text and RGB such that the images could be retrieved in more efficient manner and the time for searching would be reduced.
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